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Introduction

AIn cryptography, a sidehannel attacks an attack based on information gained
from the physical implementation of a cryptosystem, rather than brute force or
theoretical weaknesses in the algorithms (compare cryptanalysis).

1.  Timingchannel

Power channel

EM radiation channel

Acoustic channel

Photonic Emission channel

ks~

https://en.wikipedia.org/wiki/Sidechannel_attack



Timing Side Chanr~/

FIGURE 1: RSAREF Modular Multiplication Tunes

The computation time depends on the value of
secret data, so one can uncover the secret by timing
the execution of a particular operation. 1y
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Paul Kochen T i rAitaokg onmplementationsf Diffie-Hellman, RSA, DSS,and OtBgr st ems 6. Cr ypt 0696



Cache Timing Cha=zs~’

2.0 -

Different secret data can lead to different data 1.5F

access pattern (cache hit or cache miss), and cache
hit and miss has a huge timing difference. 1.0
Therefore, one can extract the secret by observing

the access time of each cache access.
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Power Channel
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Figure 1: SPA trace showing an entire DES operation.

The power consumption of a chip depends on the secret data that is computing on the chip. One is able to
uncover the secret data by measuring the power consumption of the entire chip.

Paul Kocher, Joshdaffe and Benjamid u mifferedtialPowerAn al y si s 6. Cryptod9oo9



EM Radiation Channel
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EM radiation depends on the secret data that is being processed.

KarineGandolfi, Christoph&lourte] and Franci®livier. OEl ectromagneResulAnabysCBHES&Ohcrete



Acoustic Channel
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Figure 7: Acoustic measurement frequency spectrogram of a recording of different CPU operations using
the Briiel&Kjeer 4939 microphone capsule. The horizontal axis is frequency (0-310kHz), the vertical
axis is time (3.7sec), and intensity is proportional to the instantaneous energy in that frequency band.

DanielGenkin Adi Shamiand EranTromer 0 RS A Key E-3BandvadthtAcousler yipd abawysi s6. CRYPTOG614 8



Photonic Em(SBaomel
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(a) Access to 0x300 (b) Access to 0x308

Fig. 2. 120s emission images of memory accesses to two adjacent memory rows ob-
tained with the Si-CCD detector

Photonic emission pattern is data dependent, so it can also be used to extract the secret data.

AlexanderSchbsser DmitryNedospasovjulianeKramer,Susann#rlic and JeanPierreSeifert. 6 S i riPpotoric Emission Analysis of AES Photonic Side Channel Analysis for thes Riest of
CHESG612
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Timing Attack on RSA

A This paper demonstrates an attack to reconstruct private key of RSA over the
network.

DavidBrumleyaand DanBoneh 0 R éming iteacksar@ r act i cal 6. Computer Net wor ksd05.
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RSA Background

RSAparameters

1. Pickkwo random primes, p and fetn = p*g. A reasonable key length, i.e.,||n
IS 2048 bits today.

2. Euler'sunctiorphi(n)= (p-1) * (g-1)

For all a and naP"™=1 mod n
Encryption: ¢ =fmod n
Decryption: m =%cmod n
e is public key and d is private key, such th&d¢ mod n = m

By using phi(n) function and extended Euclidean algorithm, we can easily compute d
from e.

PreneelBart andPaar, Christof andPelz] Jan.6 U n d e r scty@agrdphyn gtextbook for studentsapdr act i t i oner s o. Springer 2009
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Problems of Plain RSA

A Ciphertexts are multiplicative
| E(a)*E(b¥ a® * be = (ab)

ARSA is deterministic encryption
| Ciphertext of the same plaintexts are the same.

A Solution:

| Padding:take plaintext message bits, add padding bits before and aftintext. Padding bits
introduce randomness into encryption.

BellareM, RogawayP. Optimal asymmetréncryption EUROCRYPT'94
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Optimal Asymmetric Encryption

a.k.a. OAEP

To encode,

1. messageare padded withk; zeros to benT1 k, bits

in length.

2. ris a randomly generatek,-bit string

3. Gexpands the, bits ofr tonT Kk, bits.

X=m00..0s Gr)

4. Hreduces the1 Kk, bits of Xto k; bits.

Y=rs$ H(X

5. Theoutput isX|| Y whereXis shown in the diagram
as the leftmost block arddas the rightmost block.

Todecode,

1. recoverthe random string as= YS H(X)
2. recoverthe message as00..0 = Xs G(r)

https://en.wikipedia.org/wiki/Optimal_asymmetric_encryption_padding
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RSA implementation

A Key problem: fast modular exponentiation.
| Ingeneral, quadratic complexity.
| Multiplying two 1024bit number is slow
| Computing the modulus for 16B# numbers is slow. (1028it division.

15



Optimization 1

A How to do modular exponentiation of a large number efficiently?
A Short answer: split it into two smaller numbers

A Chinese Remainder Theorem:

A First, Compute, ¢ (mod p), and ;= @ (mod 9.

AThen, Computa =q ¢, M1+ pc, m2 mod n
| Wherec, = g* mod p,g, = p* mod q

Alt has 2x speedup.
| Shorter modular exponentiation in the first step
| Only modular multiplication and addition in second step

PreneelBart andPaar, Christof andPelz] Jan.6 U n d e r scty@agrdphyn gtextbook for studentsapdr act i ti oner s6. Springer

2009
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Optimization 2

A How to do modular exponentiation efficiently?
A Short answerepeated squaring

A Example: we want to comput& a

A1. Do 15 multiplications

A 2. Do 4 squaring (((B%)?2)?) = as

17



Optimization 2

A Repeatedsquaring and Sliding windows

Algorithm 1 Multiply and Square Algorithm
1: procedure Mul — Squ(g,K)

To computgXk

2: Convert K into binary representation ko, k1, ...ky,, where ko = 1

3: if K == 0 then

4. Result =1

5: return Result _ _ . .
6 clse If we consider more than one consecutive bits in k in each
e Result = g iteration, we call it sliding window.

] for doi + 1.n e.g. if kk,, = 3, then square twice and multiply with g
9: (if ki == 1 then| «—

10: Result = M (Result, Result)

11: Result = M (Result, g)

12: else

13: Result = M (Result, Result)

14: end if

15: end for
16: return Result
17: end if

18: end procedure 18



Optimization 3

A How to do modular operation efficiently?

A Short answer: avoid division, only use multiplication and subtraction
A Montgomery representatiomultiplyeverything by some factor R.

A amod g <> aRmod g

A b mod g <> bRmod g

A c=a*b mod g <-> cRmod g = @R* bR/R mod g=
| (aRmod q) * bRmod q) * R mod q.

A ér%lditional division by R should be very cheap, either shifting or multiplying with precompiiefl R =

A Example

A N=17,R= 100, R' =8. The Mont%omery forms of 3, 5, 7, and 15 &@0 mod 17 = 11,500 mod 17 =
7,700 mod 17 = 3, and1500 mod 17 = 4

A Montgomenfforms of 7 and 15 modulo 17 is the product of 3 and 4, which is 12.
A12*RImodN = 12[* 8 mod 17 = 11 (Montgomery form of 3)

https://en.wikipedia.org/wiki/Montgomery_modular_multiplication
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Extra reduction

A One remaining problem: resdR* bR /R will be < R, but might be > q.
| Requires subtraction of g. This is called extra reduction.
| Pfextra reduction] = (x mod q) / 2R, when we comptdtenod g

A Notice: Ifextra reduction happens, the computation costs more time. This timing leaks
iInformation.

20



Optimization 4

A How to do multiplication efficiently?

A Short answer: select an efficient multiplier on the fly

A Two optionspair-wise multiplier and Karatsuba multiplier
A First , split two 51-bit numbers into 3Bit components.

A Second, select one multiplication from two different multiplicatiorsigmimultiplication vs
Karatsuba multiplication

A Pairwise:
| Require®©(nm) time if two numbers have n andamponents respectively
| O(r?) if the two numbers argose

A Karatsuba:
| Requires O{85) time

AIn the i_mpler?ﬂnlallan,_thuamyam_sﬂem_the_mﬂsﬂ efficient multiplication to compute
according to the values of n and m.

Notice: selection of multipliers leaks information.

https://en.wikipedia.org/wiki/Karatsuba_algorithm
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The big picture of RSA Decryptio

CRT To Montgomery Modular exp
0O =cmodg --> c¢' 0=cO0*Rmodg --> m' 0= (c' 0)*d mod g

Use sliding window for bits
of the exponent d

Karatsuba if c¢' 0 and g have
same number of 32-bit parts

Extra reductions proportional
to ((c' 0)"z mod q) / 2R;

z comes from sliding window

22



Construction of attack vectors

Let q= gy d; .- dp, Where N = |q]
Assume&e know some number jlughorder bits of q (g to ;)

Construdwo approximations of g, guessiqg, Is eitherO or 1:
9=9,9,€6 0 0 e 0 O
Oni = 9od,€ q10 é 0 O

Trigger the decryptiog? and g,¢. (Padding is checked after decryption)

Two cases:
0.1 =0 =>g << g, time@) and timeg, ") have noticeablgifference
g, mod q is small
Less time: fewer extra reductions
More time: switch from Karatsuba to paise multiplication

.1 =1 =>9g < g, <q: time@9) and timeg,,) have no mudtifference

23



Evaluation
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Evaluation
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Neighborhood Size

Forevery bitof g we measuréhe decryptiortime for a neighborhood of values g;
g+1; g+2; ::;; g+n. We denote this neighborhoatze byn.

26



Effect of increased neigh. size
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Countermeasures

ARSA blinding
| Choose random r when decryption
Randomi zé&madédi = ¢ * r
| Multiplicative property of RSA => the decrypted result
,is moé = m * r X1=X; X=X
m=omo /o for i=k-2 to @ do
A Constant execution time If n;=0 then
| Montgomery Ladder

2

A Disallow the access to the precise timer else
| Attacker may still be able to figure out the informatior

—v. Ky o 2
from throughput. X1=X17 X2, X2=X3

return Xx;

https://en.wikipedia.org/wiki/Montgomery_modular_multiplication

_ C oy 2
Xo=X1¥X5; X1=X1

28



Demo

A For demo purpose:
Ap=97,q=103,e=31. N=p*q= 92391
A Private key: d = 7

https://github.com/stoutbeard/crypto
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Cache side channel attacks

Data present in caches can be accessed faster than from memory

For multilevel caches, data accessed from L1 cache has lower latency than from an
L2 cache

The cache interference and time difference for the access patterns leaks
iInformation:

Certain memory contents exist in cache or not

Shows that data has been accessed recently

This attack is useful to find keys for encryption process
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The attacker wants to know0Oik1000,
which maps to caclget 1 was accessed
He triggers the encryption and times it.

He evicts everything froget1.

He runs the encryption again and times it.

It takes longer than step 1, he knows that

the encryption process acces8gti000.
OsvikD A, Shamir ATrometE. Cache attacks and countermeasures: the case of AES[M]//Topics in C@TmRgyx 2006. Springer Berlin Heidelberg, 200620

Main Memory
The attacker wants to know0Ok4000,

which maps to cacl@et 4 was accessed
A He triggers the encryption and times it.
A He evicts everything froBet4.
A He runs the encryption again and times it.
A It takes roughly the same time, he knows that

t he

encryption 0p4000.c e g s

di

d



Prime + probe technigue

A Prime + probe technique consists of 3 stages

| Prime stage : The attacker fills the cache with his own cache lines.

| Victim accessing stage : The victim process runs

| Probing stage : The attacker accesses the priming data again. If the victim process evicts the primed
data, the reloading will incur cache miss.

OsvikD A, Shamir ATrometE. Cache attacks and countermeasures: the case of AES[M]//Topics in C@TR®¥ 2006. Springer Berlin Heidelberg, 20082



Prime + probe technigue

Vi ctimos Dattaacker 0

| |

Set 1 | hit|hit misshit [

— Memory block >€t?2 )

~ 64 bytes Set 3 :
Set 4 |hit[hit|hit |hit |«
The attacker wants to know if a particulfegache Main Memory

address in cach®et 1was accessed The attacker wants to know if a

particular address in caclget 4was accessed

A He fillsSetlwith his data. A He fillsSet4with his data.

A He runs the victim process A He runs theictim process

A He reloads all his data iSetl A He reloads all his data iSet4

A It takes longer, he knows that A It takeslesser timeye knowshat the victinprocess
the victim process accesSadl di dndotSetdccess

Taken from t he Inegratiene et @gdpdrtanitiesanfDefénSeAgainst Céwliry SidechanneA t t a ¢ RhengxiBaoandAnkurSr i vast ava on | CCDd15.



Limitations

A Can only be applied in small caches (L1 caches)

Virtual Page Offset CACHE Cache line size = 64
4KB pages J' SO tag BO| ---- Bn g)-/f;es f h 6 b
' a n set 1or cache = Its
TIMU 12 bits e P B
—> . o
! . . Cache index = 6 bits
Physical Page i Offset SN| tag |BO| .... Bn at most to access 64 sets
[
I

Cache tag

I
|
: A
Set | Byte :
—1

A Since it is used in small caches its applicable to processes located in the same core




Practical Scenario

An Cloud computing environment two users can share same hardware

Guest OS 1 Guest OS 2
VM VM

VMM

Hardware

A Users running on different cores share the last level cache



S$A attack (Shared Cache Attack)

A S$A attack is targeted towards the LLC

A Make use of huge size pages
AL18 64 sets

AL28 512 sets

AL38 4096 sets

A Takes advantage of the control of

lower bits of the virtual address

Gorkalrazoquj Thomagisenbarttand BerkSunayd S $AAShared Cache Attack that Works Across Cores and Defies VM Sanfibamxchigs Applicationtd ES 6, Oakl and 8615



